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Abstract. It is shown in [SIAM J. Sci. Comput., 39 (2017), pp. B424-B441] that free-form
curves used in computer-aided geometric design can usually be represented as the solutions of lin-
ear differential systems and that points and derivatives on the curves can be evaluated dynamically
by solving the differential systems numerically. In this paper we present an even more robust and
efficient algorithm for dynamic evaluation of exponential polynomial curves and surfaces. Based
on properties that spaces spanned by general exponential polynomials are translation invariant and
polynomial spaces are invariant with respect to a linear transformation of the parameter, the trans-
formation matrices between bases with or without translated or linearly transformed parameters are
explicitly computed. Points on curves or surfaces with equal or changing parameter steps can then
be evaluated dynamically from a start point using a precomputed matrix. Like former dynamic
evaluation algorithms, the newly proposed approach needs only arithmetic operations for evaluating
exponential polynomial curves and surfaces. Unlike conventional numerical methods that solve a
linear differential system, the new method can give robust and accurate evaluation results for any
chosen parameter steps. The basis transformation technique also enables dynamic evaluation of
polynomial curves with changing parameter steps using a constant matrix, which reduces time costs
significantly than computing each point individually by classical algorithms.
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1. Introduction. The exponential polynomials that lie in the null spaces of con-
stant coeflicient linear differential operators have nice properties, and they have often
been used for the construction of curves and surfaces in the fields of computer-aided
geometric design (CAGD) [1, 9, 12]. The frequently used exponential polynomials
are polynomials, trigonometric functions, hyperbolic functions, or their mixtures. Be-
sides polynomial curves and surfaces, typical curves and surfaces, such as ellipses,
cycloids, involutes, helices, etc., can be represented by exponential polynomials ex-
actly [17, 21, 24, 32]. By choosing a proper parameter interval, normalized B-bases
that are useful for optimal shape design can be obtained from the exponential poly-
nomials [5, 18, 25, 27]. Algebraic trigonometric polynomials can be used to define
curves intrinsically or design curves with Pythagorean hodographs [29, 23, 22].

Many algorithms have been given in the literature to evaluate polynomial curves
and surfaces. The de Casteljau algorithm or the rational de Casteljau algorithm can
be employed to robustly evaluate single points on Bézier or rational Bézier curves [9,
6]. The Horner algorithm, the VS algorithm, and others can be used to evaluate

*Submitted to the journal’s Methods and Algorithms for Scientific Computing section December

3, 2018; accepted for publication (in revised form) August 16, 2019; published electronically October
29, 2019.

https://doi.org/10.1137/18M1230359

Funding: This work was supported by National Natural Science Foundation of China grant
11290142. The work of the second author was supported by NSFC grants 91530118, 91630312, and
91130003.

fCorresponding author. School of Mathematical Sciences, Zhejiang University, Hangzhou 310027,
China (yxn@zju.edu.cn).

fLSEC, Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing
100190, China (hjl@lsec.cc.ac.cn).

A3401

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.


https://doi.org/10.1137/18M1230359
mailto:yxn@zju.edu.cn
mailto:hjl@lsec.cc.ac.cn

Downloaded 10/29/19 to 210.32.136.242. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

A3402 XUNNIAN YANG AND JIALIN HONG

polynomial or Bézier curves with even lower complexity [7, 3]. For rendering or
machining purposes, sequences of points have to be evaluated in an efficient way [8, 10].
Particularly, the forward differencing approaches have been successfully employed
for fast rendering of Bézier or nonuniform rational B-spline curves and surfaces [15,
16).

Differently from polynomial curves and surfaces that can be evaluated by arith-
metic operations, points on curves and surfaces which are constructed by transcenden-
tal functions or mixtures of polynomials and transcendental functions have to be evalu-
ated by inquiring precomputed special function tables or loading special mathematical
libraries. Though this seems feasible for many modern computing machines [13, 20],
evaluating general exponential polynomial curves and surfaces by only arithmetic op-
erations without any precomputed tables or special math library can have its own
advantages. Particularly, the speed and efficiency of evaluation play important roles
in the fields of CNC machining and interactive rendering.

Recently, we have shown that free-form curves defined in various spaces in CAGD
are the solutions of linear differential systems and that points and derivatives on the
curves can be obtained by solving the linear differential systems numerically [31]. Par-
ticularly, when the parameter step is fixed, points on a free-form curve can be eval-
uated dynamically by multiplying a precomputed constant matrix with prior points.
Iso-parameter curves on a surface can also be dynamically evaluated by establishing a
linear differential system for each iso-parameter curve. The method is simple and uni-
versal, and points on polynomial as well as transcendental curves and surfaces can be
evaluated with only arithmetic operations. However, the evaluation accuracy varies
much when the differential systems have been solved by different numerical methods
or the parameter step has been chosen different values. If the constant matrix for
dynamic evaluation is given by the exponential of the coefficient matrix of a linear
differential system, careful attention should be paid for robust computation of the
matrix [19].

Instead of solving linear differential systems numerically, in this paper we de-
rive the constant matrices for dynamic evaluation of curves and surfaces using basis
transformation. This is based on the fact that spaces spanned by the exponential
polynomial basis are invariant with respect to the translation of the parameter, while
curves and surfaces used for CAGD are usually constructed by exponential poly-
nomials. By using identities of exponential polynomials, we compute explicitly the
transformation matrices between bases with or without the translation of the param-
eter. Combined with control points, a constant matrix for evaluating points on an
exponential polynomial curve with equal parameter steps is derived. It is also noticed
that a polynomial space of degree no more than a given number is even invariant with
respect to any linear transformation of the parameter. The matrix for polynomial
basis transformation can then be used to evaluate points on polynomial curves with
changing parameter steps. Based on basis transformation, a family of surface curves
with various iso-parameters can be evaluated dynamically using a single matrix, and
surface curves with skew parametrization can also be evaluated dynamically with a
precomputed constant matrix.

The rest of the paper is structured as follows. In section 2 we present explicit
formulae for computing basis transformation for exponential polynomials. In section 3
a robust algorithm for evaluating points on general exponential polynomial curves
with a fixed parameter step, a dynamic algorithm for evaluating polynomial curves
with changing parameter steps, and dynamic algorithms for evaluating iso-parameter
curves on surfaces or surface curves with skew parametrization will be given. Examples
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and comparisons with some known methods for curve and surface evaluation are given
in section 4. Section 5 concludes the paper with a brief summary of our work.

2. Basis transformation for spaces composed of exponential polynomi-
als. As parametric curves and surfaces are usually defined by basis functions together
with coefficients or control points, a parametric curve or surface can then be evaluated
efficiently by exploring distinguished properties of the basis. This section presents ex-
plicit transformation formulae for exponential polynomial basis which will be used for
robust and efficient curve or surface evaluation in the next section.

2.1. Spaces spanned by exponential polynomials. Suppose that a linear
differential operator L with constant coefficients is given by

d d
L= (=) ()

where \; € C, i =0,1,...,n, and A = {Xg, \1,..., A} is closed under conjugation.
A function f(¢) that satisfies Lf(¢) = 0 is referred to as an exponential polynomial.
Let © be the null space of the linear differential operator. From the knowledge of
differential equations [2] we know that € = span{¢o(t), @1(t), ..., d.(t)}, where ¢;(t),
i =20,1,...,n, are the basis functions of the space. Based on the definition of expo-
nential polynomials we have the following proposition.

PROPOSITION 1. Suppose that L is a constant coefficient linear differential oper-

ator and €2 is the null space of the operator. Let h be an arbitrary given real number.
If function f(t) satisfies Lf(t) =0, it yields that f'(t) € Q and f(t+ h) € Q.

Proposition 1 states that the null space of a linear differential operator is closed
with respect to a differentiation and that the space is also invariant with respect to
any translation of the parameter.

Before deriving formulae for basis transformation, we present the definition of
union or product of two sets of bases. Assume ®,(t) = (ao(t),a1(t), ..., an(t))" and
®y(t) = (bo(t),b1(t),...,bm(t))", where the capital “T” means the transpose of a
vector or matrix. The (ordered) union of ®,(t) and ®4(t) is given by

(1) @, (t) U@y (t) = (ao(t), ., an(t), bo(t), ... bm(t)" .

Let a(t)®y(t) = (a(t)bo(t),...,a(t)bm(t))". The product of ®4(t) and ®,(t) is ob-
tained as

(2) Dy (1) @ Pp(t) = Ligai(t)Pp(t).

Just like the precedence of “x” over “+,” we assume the operation “®” has precedence
over “U.” Thus, ®1(t)UPy(t) @ P3(t) has the same meaning as O (t) U (Do (t) @ P3(t)).

PROPOSITION 2. Suppose spaces spanned by basis ®,(t) or ®p(t) are closed with
respect to a differentiation. Then spaces spanned by the union ®,(t) U Py(t) or by the
product ®,(t) @ ®p(t) are also closed with respect to a differentiation.

Proof. Because spaces spanned by ®,(t) or ®,(t) are closed with respect to a
differentiation, there exist matrix A of order n + 1 and matrix B of order m + 1 such
that @/ (t) = A®,(t) and ®}(t) = BPy(t). Then the derivative of ®,(¢) U ®p(t) can
be computed as

d

7 (2a(t) U @5(1)) = diag(4, B)(Ra(t) U B4(2)),
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TABLE 1
Basis vectors and their elementary decompositions.

Basis vector Elementary decomposition
(1,t,cost,sint)T [32] Uy (t) UV (t)
(1,cost,sint,...,cosnt,sinnt)’ [26] Up(t) UV () U...UV(nt)
(1,cosht,sinht,...,coshnt,sinhnt)T [2§] Uo(t) UW(t)U...UW(nt)
(1,t,cost,sint,tcost, tsint) [17] Ui (t) UU(t) @ V(¢)
(1,t,...,t" "2 cost,sint) [5] Un—2(t) UV (1)
(1,t,...,t" 2, cosht,sinh t)T [14] Uyp—2(t) UW(t)
(1,cosht,sinht,cost,sint)” [4] Up(t) UW(t) LV (1)
(1,t,...,t"~5 cosht,sinht,cost,sint)? [30] Un—s5(t) UW(t) UV ()
(1,cost,sint,tcost, tsint,...,t" cost,t" sint)L [29] Uo(t) UUR(t) @ V(1)

where diag(A4, B) = (4 %) . Let I,,41 and I,,,+1 be the identity matrices of order n+1
or order m + 1, respectively. The derivative of @, (t) ® ®4(t) is computed by

4(Ba 1) @ By (1)) = T (1) © P (t) + Bu (1) @ i (1)
= (A® Lnt1)(Pa(t) @ Pp(t)) + (Int1 ® B)(Pa(t) ® u(1))
= (A® Lnt1 + Lny1 @ B)(Ra(t) @ Py(t)).

Therefore, the spaces spanned by ®,(t) U @y(t) or by ®,(t) @ Py(t) are also closed
under differentiation. This completes the proof. ]

In the following we assume that the basis functions are real. Particularly, we
assume that the bases are obtained by unions or products of a few elementary ba-
sis vectors. Let U,(t) = (1,t,t%,...,t")T, V(t) = (cos(t),sin(t))”, and W(t) =
(cosh(t),sinh(¢))T. The basis functions for free-form curves and surfaces in CAGD can
usually be obtained by recursive compositions or tensor products of the elementary
bases. Several popular basis vectors for construction of free-form curves and surfaces
in CAGD and their elementary decomposition can be found in Table 1.

2.2. Transformation of general exponential polynomial basis with pa-
rameter translation. In this subsection we show that the space spanned by general
exponential polynomial basis is invariant with respect to a translation of the pa-
rameter, and a simple and robust method for computing the transformation matrix
between different bases will be presented.

PROPOSITION 3. Suppose Q = span{po(t), p1(t), ..., dn(t)} is closed with respect
to a differentiation. Let h be an arbitrary real number. It yields that Q = span{po(t+
h),@1(t+h),...,on(t+h)}. Meanwhile, there exists a matriz Cy, such that ®(t+h) =
Cro(t).

Proof. Because ¢}(t) € Q,i=0,1,...,n, there exists a matrix A such that ®(¢)
satisfies a linear differential system

- { () = AdD(t), teR.

D(tg) = Do.
From (3), ®(t) can be represented as ®(t) = eA(*=%)d,. Therefore, we have ®(t+h) =

eAhd(t). Let O = et Since det(Cy) # 0 and ®(t) = C; '®(t + h), we have
Q = span{go(t + h),p1(t + h),...,d,(t + h)}. This proves the proposition. d
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PROPOSITION 4. Suppose 2 = span{do(u,v), ¢1(u,v),...,¢r(u,v)} and W €
Q, W e, 1=0,1,...,L. The space ) is invariant when parameter u or pa-

rameter v or both of the two parameters have been translated.

Proof. We first prove that the space {2 is invariant when the parameter u or v has
been translated. Let ®(u,v) = (¢o(u,v), ¢1(u,v),...,¢5(u,v))T. Because W €
0, 1=0,1,...,L, there exists matrix A; such that the basis vector ®(u,v) satisfy
W = A;®(u,v). Therefore, we have ®(u,v) = eA1(#=40)P(ug, v) for any selected
real number ug. From this expression of ®(u,v), we have ®(u+ hy,v) = eA1"1®(u,v).
By the same reason, we have %Z’v) = Ay®(u,v) and ®(u,v + hy) = e22d(u, v).
Denote Ot = eAtf1 and Ch2 = e‘QQhQ. Because matrices C" and C"* are nonsingular,
it implies that both ®(u + hq,v) and ®(u,v + ho) are basis vectors of the space (2.

Now we prove that the space 2 is invariant when both parameters u and v have
been translated. In fact, ®(u + hy,v + hy) = CPM1®(u,v + hy) = CMCh2®(u,v). Let
Clhz = CICh2. Since det(Cl1;"2) = det(C)*) det(C)2) # 0, we conclude that
®(u+ hy,v + hs) is also the basis vector of space Q. |

Though the transformation matrices between bases with or without translation of
the parameters are defined by exponentials of constant matrices, accurate and efficient
evaluation of exponentials of matrices is not a trivial task [19]. We propose to com-
pute the transformation matrices for exponential polynomial bases with translated
parameters directly. Particularly, we derive the transformation matrices for poly-
nomials, trigonometric functions, or hyperbolic functions using the identities of the
functions first and then compute the transformation matrices for even more general
basis through their elementary decompositions.

Assume U,(t), V(t), and W(t) are the basis vectors as given in subsection 2.1.
With simple computation, the transformation for basis vector U, (t) can be obtained
as Un(t + h) = M{; Uy(t), where

1 0 0 0
h 1 0 0
M[}]Ln: h? 2h 1 0
GO

Similarly, the transformation matrices for V'(t) and W (t) are

sinh cosh

M(} _ < cosh —sinh )

and
M coshh sinhh
W=\ sinhh coshh /’

respectively. It yields that V(¢ + h) = MRV (t) and W (t + h) = MW (2).
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For a small parameter step h, the values of cos h, sin h, cosh h, and sinh h can be
computed efficiently with only arithmetic operations by Taylor expansion:

h3 hs h7 h9 hll h13 h15
ot -
3! 5! 7! 9! 11! 13! 15!

h2 h4 h6 hS th h12 h14 h16

cosh=l-grtT ota 1ot w1
) h3 h5 h? h9 hll h13 h15
Slnhh:h+§+§+ﬁ+a+ﬁ+ﬁ+ﬁ

h2 h4 h6 hS th h12 h14 hlﬁ

coshh =14 S+ s o T T e

The above expressions can be evaluated by Horner algorithm in practice. From the
definition of M{* and M{:, we know that M = (MG/K)K and M}, = (M"}V/K)K. If the
parameter step h is larger than a threshold, for example, 0.1, we can choose a proper
integer K and compute the elements of matrix M‘};/ Ko M&,/ K first and then compute
the matrix M{} or M{}V by matrix multiplication. Similarly, transformation matrices
with other parameter steps can be computed by M?" = (M")2, M3" = (M")3, etc.

Assume the transformation matrices for ®1(t) or ®o(t) are M; and My, respec-
tively. The transformation matrix for ®;(t) U ®5(¢) can be computed as

(4) (I)l(t + h) U @2(t + h) = diag(Ml, MQ)((I)l(t) [ (I)Q(t))
The transformation matrix for ®;(¢) ® P5(¢) is obtained as follows:
(5) Dy (t+h) @ Dot + h) = (M ® M)(P1(t) ® Po(t)),

where My ® M, is also known as the Kronecker product of two matrices.

Similar to the product of two univariate bases, the transformation matrix for the
tensor product basis of a surface can be computed easily. Suppose that ®(u,v) =
D1 (u) @Pa(v), P1(u+h1) = M1P1(uw) and Pa(v+ ha) = Ma®Po(v); the transformation
matrix for ®(u,v) is computed by

(I’(U + hl,’U + hg) = (131(11,4- hl) X ‘1)2(’[} + hg)
(6) = (M1 ® M) (®1(u) @ 2(v))
= (Ml ®M2)(I)(U,’U)

By (4), (5), and (6), the transformation matrices for even more complicated basis will
be computed accurately and robustly.

2.3. Transformation of polynomial basis with linear transformation of
the parameter. In this subsection we show that space of polynomials of degree no
more than a given number is invariant with respect to a linear transformation of the
parameter. Particularly, the transformation matrix for Bernstein basis will be given.

PROPOSITION 5. Let P, (t) = span{1,t,t?,...,t"}. The space P, (t) is invariant
with respect to a linear transformation of the parameter.
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Proof. Let U, (t) = (1,t,¢%,...,t")T. Assume ag # 0 and a; are real numbers.
Replacing ¢t within U, (¢) by aot + a1, we have U, (aot + a1) = CaU,(t), where

1 0 0 0
aq ag 0 0
Cr=| @ 2apa1 a? 0
ay (?) aoa?f1 (g) a%a?fz coooaf

Because det(Cy) = ag("H)/z # 0, we have U, (t) = C;'Uy(aot + a;1). Therefore,
U, (agt + a1) is another set of basis of the space P, (¢t). The proposition is proven. 0O

Besides power basis, another popular basis used for polynomial curve and surface
modeling is Bernstein basis. We derive transformation matrix for Bernstein basis
under a linear transformation of the parameter. The transformation matrix will be
used for dynamic evaluation of Bézier curves and surfaces with constant or changing
parameter steps.

PROPOSITION 6. Assume ®p(t) = (Bon(t), Bi,n(t), ... , B ()T, where B; ()
= i!(nniii)!tz(l —t)" %, i=0,1,...,n, are Bernstein basis functions. Assume a # b are
real numbers. Then the basis vector satisfies

(7) Op((1 —t)a+th) =CpPp(t),
where
Coo Cor --- Con
C10 C11 . Cin
Cp =
Cnho Cnpi ... Cpn

and ¢ = Zég‘z]lc,ogjgn—l B; (b)Bjn-i(a), 0 <k,l<n.

Proof. Let eq = (1,0,0,...,0)T, e; = (0,1,0,...,0)%, ..., e, = (0,0,0,...,1)T.
The basis vector ®5(t) can be represented as ®p(t) = Y., €;B; (). Assume I and
E are identity or shift operators which satisfy Ie; = e; and Fe; = e;41. The basis
vector can be reformulated as ®g(t) = [(1 — t)I + tE]™eg. Then we have

Op((1 - t)a+ th) — (1= t)a—thI +[(1 — t)a + th E}"eq

{1
{{(1 = a)I + aE)(1 — t) + [(1 — b)I + bEJt} ey

[(1—b)I +bE)'[(1 —a)I +aE]" 'egB; (1)

[
NE

N
I
<

I
M=

QBin(t),

N
I
=
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where
q = [(1=b)I+bE)[(1—a)l+aE]" ey

l n—I
=> E'Biu(b) > E'Bjn_i(a)e
i=0 j=0
i+j=k

= Zn: > Biib)Bjni(a)Ere

k=00<i<l1,0<j<n—I

n
= E Ckl€eL-
k=0

Asq =Y 1_gcrmer = (concur, - - - cea)T,1=0,1,...,n, representing ®((1—t)a+tb)
in matrix form, we have

By, (1)
By (1)
<I>B((1—t)a+tb)=( Qo 91 --- Qn ) .

By .n ()

Coo Co1 . Con BO,n(t)

€10 €11 .- Cin By o (t)

Cho Cnl --- Cnpn Bn,n(t)

=CpPp(t)
This proves the proposition. 0

3. Dynamic evaluation of exponential polynomial curves and surfaces.
In this section we show that curves and surfaces defined by basis and control points
can be evaluated dynamically by applying the basis transformation recursively. If a
linear differential system is available, the derivatives of the curve or surface at the
evaluated points can be obtained simultaneously.

3.1. Dynamic evaluation of exponential polynomial curves. Suppose a
free-form curve is defined by P(t) = >, Pi¢;(t), where P; € R¢ i=0,1,...,n, are
the control points. Let ®(t) = (¢o(t), #1(t), ..., dn(t))T. The curve can be represented
as P(t) = Mp®(t), where Mp = (Py, P1,...,P,) and ®(¢) is also referred as the
normal curve in R"! [11]. If d < n + 1, we first lift all control points in space R™*!
by adding additional coordinates as that presented in [31]. Assume the lifted curve
is X(t) = Y0 Xi¢i(t), where X; € R™™ ¢ =0,1,...,n. When a point on X(t)
has been evaluated, the point on P(t) will be obtained just by choosing the first few
coordinates.

Suppose that the space Q = span{¢g(t), p1(t), ..., d,(t)} is closed under a differ-
entiation and the matrix Mx = (Xo,X1,...,X,) is nonsingular. The curve X(t)
is formulated as X(t) = Mx®(¢). From Proposition 3 we know that the basis
vector satisfies ®(¢t + h) = Cp®(t). Therefore, all points on curve X (t) satisfy
X(t+h) = MxCy®(t). Substituting ®(t) = My ' X(t), we have X (t + h) = M, X (t),
where M, = MXC’hM)}l. Suppose an initial point at parameter ¢ = ¢y is known;
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points with a constant time step will be computed dynamically as follows:

(8) X(tO) = Xori97

X(t;) = MpX(ti—y), 1=1,2,...
where t; = to + hi. From (3) we know that ®'(¢) = A®(¢). Then we have X'(t) =
A X (t), where A, = Mx AM )}1. The derivatives at the evaluated points are obtained
as X'(t;) = A X (t;), X" (t;) = AX'(t;) = A2X (), etc.

As discussed in subsection 2.3 the polynomial spaces are invariant under a linear
transformation of the parameter. Points with changing parameter steps on a poly-
nomial curve can be evaluated by using a fixed iteration matrix. Assume ®pg(¢) be
the basis vector as given in Proposition 6. By applying a linear transformation that
maps interval [0,1] to [a,b], the basis vector becomes ®p((1 — t)a + tb) = CpPp(t).
A polynomial curve X (t) = Mx®p(t) satisfies X ((1 — t)a + tb) = MpX(t), where
Mg = MXOBM)}l. Starting from an initial point X (¢p), a sequence of points on
curve X (t) will be computed by

(9) X(t) = MpX(ti1), i=12,...,

where
t; =a-+ (b - a)ti_l
at+ab—a)+---+ab—a)+to(b—a)
lo+ta if(b—a)=1
G%:aa); +to(b—a)? otherwise.

A linear differential system that represents the Bézier curves has been given in [31].
By the differential system, the derivatives at any evaluated point on a Bézier curve
can be obtained just by multiplying the coefficient matrix with the point.

3.2. Dynamic evaluation of exponential polynomial surfaces. Similar to
free-form curves, a bivariate surface can also be reformulated as the solution to a
linear differential system when the space spanned by the basis functions is closed
with respect to the partial differentials. Iso-parameter curves and surface curves with
skew parametrization can be computed dynamically via basis transformation.

e Dynamic evaluation of iso-curves of free-form surfaces. Suppose a
surface is given by X (u,v) = ZZL:OXlgbl(u, v), where X; € REFL [ = 0,1,...,L,
are the control points and ¢;(u,v), I = 0,1,..., L, are the basis or blending func-
tions. Assume the matrix My = (X, X1,...,Xr) is nonsingular and the space
Q = span{oo(u,v), d1(u,v),...,¢r(u,v)} is closed with respect to the partial dif-
ferentiations (% and %. Let ®(u,v) = (¢o(u,v), ¢1(u,v),...,é5(u,v))T. The sur-
face is reformulated as X (u,v) = Mx®(u,v). From Proposition 4 we know that
®(u+ hy,v) = CPd(u,v) and ®(u,v + hy) = CP2®(u,v). Let MM = MxCM M?!
and M2 = MxCh:M )}1. The iso-parameter curves or points on all u-curves or all
v-curves can be dynamically evaluated by

(10) X (u+ hy,v) = MM X (u,v)
or
(11) X (u,v 4 hy) = M X (u,v).
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From the proof of Proposition 4 we also know that dcb(“ v = A;®(u,v) and

aq}éﬁ ) — Ay®(u,v). Therefore, the derivatives of X (u,v) can be computed by

0X (u,v)
—n = Ay X (u,v),
0X(u,v)
T = AUX(U, 'U),

where A, = MXAlM)}l and A, = MXAQM;(l. Besides the first-order derivatives,
higher-order derivatives can also be computed by multiplying these two matrices re-

peatedly. For example, i X(u V) = A2 X (u,v), 82;2(8"1;”) = A, Ay X (u,v).

e Dynamic evaluatlon of surface curves with skew parametrization. In
addition to the iso-parameter curves, curves with skew parametrization on a surface
can satisfy differential equations and can be evaluated dynamically too. Assume
~v(t) = (u(t),v(t)) is a tangent smooth curve in the parameter domain. A surface

curve is obtained as Q(t) = X (u(t),v(t)). The derivative of the surface curve is

dX (u(t), v(t))
dt
:u,(t)aXa(zLL,v) . )8Xé7;}b ,0)
= My (6)A; + 0/ (6) Aa]B(ut), (1))

Q'(t) =

Substituting ®(u(t),v(t)) = My ' X (u(t),v(t)) into the above equation, we have

/

(12) { Q') = A,Qt), telaf]
where A, = Mx[uw/(t)A; + v'(t)As]Mx'. In particular, if u(¢) and v(t) are linear
functions. i.e., u(t) = ug + §(t — ) and v(t) = vg + n(t — ), it yields that u'(t) =4,
v'(t) =n, and A, is a constant matrix.

Assume u(t) and v(t) are linear functions; we evaluate a sequence of points on
curve Q(t) = X (u(t),v(t)) by basis transformation. Suppose that the point Q(t;) =
X (u;,v;) is known; we compute Q(t; + h) as follows:

Q(t; + h) = X(u; + Sh,v; +nh)
= Mx®(u; + 0h,v; + nh)
(13) = MXCS%M‘I)(W,U@)
= MxClym" My Q(t:)
= Mgﬁ;’nhQ(ti)a

where C‘sh mh — CShCnh is the basis transformation matrix as defined in Proposition 4.

When the matrices C"Sh " and M‘Sh”’h Mx C"”L mh M ! have been obtained, points
and derivatives of the curve Q(t) Wlll be evaluated dynamlcally by (13) and (12)

3.3. Evaluation of curves and surfaces with combined parameter steps.
For efficiency of rendering and machining, points on a curve or surface may be eval-
uated with nonconstant or adaptive parameter steps. For polynomial curves and
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surfaces, (9) can be employed to evaluate points with changing parameter steps. For
general exponential curves and surfaces one may compute transformation matrices
with different parameter steps first and then compute points on curves or surfaces
using combinations of these transformation matrices.

From Proposition 3 we know that the transformation of a basis vector satisfies
O(t+ h1 + he) = Chy 41, P(t) = Ch, Cry ®(t) = CpyCh, @(t). Tt is also verified that the
transformation matrices given by (8) satisfies My, +n, = Mp, Mp, = My, Mp,. Then,
if one or more points should be added within a curve segment, we can begin with any
point on the curve and compute additional points using transformation matrices with
smaller parameter steps.

A surface X(u,v) = Mx®(u,v) can be evaluated along u-curves, v-curves, or
curves with skew parametrization using different transformation matrices. From
Proposition 4 we know that the transformation matrices for ®(u,v) satisfy Cﬁ}l;hQ =
ChiCh: = Ch2Chi. Then the transformation matrices for surface points satisfy
Mphe = M MP2 = MP2MP . This implies that X (u 4 hy, v + hg) can be com-
puted by a transformation from X (u,v) directly or through intermediate points like
X (u+hy,v) or X(u,v+ hs). Using combinations of matrices M, M2 and M,Tv’h%
one can compute curves with even more complicated parameter steps on a surface.

4. Examples and comparisons. The proposed algorithm for curve and sur-
face evaluation was implemented using C++ on a laptop with Intel(R) Core(TM)
i7-4910MQ CPU@2.90GHz 2.89GHz and 8G RAM. All numbers are represented in
double precision. Comparisons between the proposed method and some known algo-
rithms will be given.

Example 1. In the first example we evaluate an intrinsically defined planar curve

9
x(0) Jo p(t) costdt
(14) r<9>=< >=< ’ ,
y(0) [y p(t)sintdt
where p(t) represents the curvature radius of a planar curve and 6 is the angle between
the tangent direction of the curve and the positive direction of z-axis. Just as in [29],

we choose p(t) = 0.001¢3 — 0.06t2 + 1.5t + 0.4. The Cartesian coordinates of the curve
are given by

r(0) = ( —1.494 >+( 1.494 )cos@+( 0.52 )sin@

0.52 —0.52 1.494
+ ( :10.41924 )90059+ ( i(;l.gé )esmM ( 0690063 )92 os 0
+( 5.%8?? )6 sind + ( —09001 )6 cosé+ ( o.%m )6 sin.

Just like that presented in [31], we lift the curve from R? to R?. Assume the
lifted coefficient vectors are X; € R, i = 0,1,...,8. The lifted curve is obtained as
X(0) = Mx®(0), where Mx = (Xo, X1,...,Xs) and ®(0) is the corresponding basis
vector. From section 2 we know that ®(0) = Uy(0) U U3(0) ® V(0), where U, () and
V(0) are elementary bases as defined in subsection 2.1. Based on (4) and (5), the
transformation of the basis vector with a translated parameter step is obtained as
®(0 + h) = CL®(0), where C), = diag(M{; , M{;, ® M}). Furthermore, we compute
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TABLE 2
Maximum deviations for evaluating the intrinsically defined curve.

#points | Basis transformation | Taylor’s method
10 4.261E-14 2.916E+1
20 5.153E-14 3.026E-1
100 1.196E-13 1.971E-5
200 2.160E-13 3.087E-7
1000 6.407E-13 1.967E-11
2000 1.467E-12 3.884E-13
10000 4.606E-12 1.125E-12
20000 3.954E-12 1.306E-11

M;, = Mx ChM)}l. By this matrix, points with a fixed parameter step h are computed
consequently according to (8). When a point X (#) has been computed, the point r(6)
is obtained by choosing the first two coordinates.

In our experiments, we compute points on the curve that is defined on the param-
eter interval [0, 87]. Particularly, the start point is obtained as X (0) = Xy + X;. The
parameter step is chosen as h = %’r when m points are to be computed on the curve.
As p(0) increases when 0 changes from 0 to 8, the deviations from the evaluated
points to the exact ones may increase too. To measure the accuracy of the proposed
evaluation method, we compute the Euclidean distance from the last evaluated point
to point r(87), which is computed by loading the math library. From [31] we know
that the lifted curve X (@) satisfies a linear differential system, and the points on the
curve can be evaluated by employing Taylor’s method or implicit midpoint scheme to
solve the differential system. Since the implicit midpoint scheme has only quadratic
precision for solving a linear differential system, we compare the results by the pro-
posed method only with Taylor’s method. The maximum deviations for evaluating
points by basis transformation or by Taylor’s method with various choices of number
m are given in Table 2. From the table we can see that the evaluation accuracy by Tay-
lor’s method (expansion order s = 6) depends heavily on the parameter steps, while
the presented basis transformation approach can always give high-accuracy results for
various choices of point numbers.

Example 2. The second example is about dynamic evaluation of a Bézier curve
with fixed or changing parameter steps.

Figure 1 illustrates a planar Bézier curve of degree 8. To evaluate the curve by the
proposed dynamic algorithm, we lift the curve from R? to R?. Assume the lifted Bézier
curve is X (t) = Z?:O X;B;s(t). It can then be represented as X (t) = Mx®p(t),
where Mx and ®p(t) are the coefficient matrix or the basis vector, respectively. For
any two distinctive real numbers a and b, we compute a basis transformation matrix
Cp by (7) and then a curve transformation matrix Mp by (9). By Mp we compute
points in R? and obtain points in the plane.

We first compute points by choosing X (t9) = Xo, a = 0.01 and b = 1.01. The
obtained points are plotted in Figure 1(a). Because b — a = 1, a sequence of points
with a fixed forward parameter step have been obtained. By choosing a = 0.01 and
b = 1.005, a sequence of points with decreasing parameter steps have been obtained
by applying (9) recursively. See Figure 1(b) for the computed points starting from
Xo. Similarly, points with increasing parameter steps can be obtained when we choose
a = 0.01 and b = 1.015. See Figure 1(c) for the evaluated points. When we choose
a = —0.005,b=0.99 and X (t9) = Xs, a sequence of points with decreasing parameter
steps can be computed starting from the right end point of the curve. See Figure 1(d).
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Fic. 1. Dynamic evaluation of a Bézier curve with fized or changing parameter steps. (a)
a=0.01,b=1.01; (b) a =0.01,b = 1.005; (¢) a = 0.01,b = 1.015; (d) a = —0.005,b = 0.99.

From the above results we can see that different basis transformations can lead to
different sampling speeds or directions on the curve. One can then tune the sampling
speed or sampling direction adaptively by choosing various transformation matri-
ces. Because a linear differential system can be constructed from each given Bézier
curve [31], derivatives at the sampled points can be evaluated directly using the dif-
ferential system. As analyzed in [31], dynamic evaluation of Bézier curves needs much
less time than evaluating points individually using classical de Casteljau algorithm,
even though both of the two algorithms have O(n?) time complexity.

Example 3. In the third example we show how to evaluate piecewise smooth
curves on a tensor product Bézier surface by the proposed algorithm.
Assume a Bézier surface of degree 5 x 7 is given by

5 7
S(u,v) = ZZ Pi;B;s(u)Bj7(v),  (u,v) € 0,1

i=0 j=0

where P;; € R3 are the control points. To evaluate points on the surface we first
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reformulate the surface in matrix form:

Pyo - FPor Bo,7(v)
S(u,v) = ( Bos(u) -+ Bss(u)) : . :
Psog -+ Psy By 7(v)

Let ML = (PO,Oa N ,P0’7, ey P5’0, ey P5$7), (I)Bn (t) = (B()’n(t), ey Bn’n(t))T, and
D (u,v) = Pp, (u)@Pp, (v). The Bézier surface can be further represented as S(u,v) =
Mp®(u,v). As My, is a 3 x 48 matrix, using the technique presented in [31], we lift
the Bézier surface from R® to R*8. Assume My is the lifted matrix of order 48 and
Xi; are the lifted control points; the lifted surface becomes X (u,v) = Mx®(u,v).
When X (u,v) has been evaluated, the point S(u,v) is obtained by choosing the first
three coordinates of X (u,v).

To derive the matrices for dynamic evaluation of curves on the Bézier surface, we
first compute the transformation matrices for bases ®p,_ (u) and ®p,(v). Assume the
translated parameter step is h; we choose a = h and b = 1+ h. From (7) we have
the transformation matrices Cg, or Cp, for the basis ®p,(u) or ®p,(v). Then the
transformation matrices for the basis ®(u,v) with translated parameter u or v are
obtained as C" = Cp, ® Ig or C" = Is ® Cp,, respectively. Now, the matrices for
dynamic evaluation of points on u-curves or v-curves on the lifted surface X (u, v) with
a fixed parameter step h are obtained as M* = MxCP My and M? = MxCh M. 1f
we replace the parameter step h by —h, we have matrices M, " and M, " for dynamic
evaluation of u-curves or v-curves in the opposite directions.

In our experiments, we choose h = % and X as the initial point for dynamic
evaluation of a piecewise smooth curve that is consisting of 33 pieces of full or partial
iso-parameter curves. Particularly, we evaluate points on u-curves with parameter step
h, v-curves with parameter step h, u-curves with parameter step —h, and v-curves
with parameter step —h, alternately. Assume the curve segments are numbered as
j=0,1,...,32. The point number for each curve segment is chosen as m; = 80 —5 x
[(4 —1)/2], where [(j — 1)/2] means the integer part of a real number. When points
on a specified curve segment have been evaluated, the obtained last point is chosen
as the start point for dynamic evaluation of next curve segment. See Figure 2(a) for
the evaluated points and Figure 2(b) for the obtained piecewise curve. We note that
the last evaluated point by the proposed technique is corresponding to the center of
the surface. Assume the distance between two corner control points Py o and Ps 7 is
1. The absolute error between the last point obtained by the proposed algorithm and
5(0.5,0.5) computed by conventional de Casteljau algorithm is 7.931 x 10713,

Example 4. In the fourth example we evaluate a family of iso-parameter curves
on a helicoidal patch. Suppose the surface patch is given by

x(u,v) = (24 u) cosv,
(15) ygu,vg =(2+4+u)sinv, (u,v) €[0,2] x [0, 4]

Let ®(u,v) = (1,v,cosv,sinv,ucosv,usinv)?. It is easily verified that the space
o

spanned by the basis ®(u,v) is closed with respect to partial differentiations 5~ and
a%' To evaluate the surface by the dynamic algorithm, we lift the surface from R? to

R® by adding three more coordinates to the coefficients. The lifted surface represented
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(b)

Fic. 2. Dynamic evaluation of curves on a Bézier patch: (a) the tensor-product Bézier patch
and the evaluated points; (b) the curves generated by the evaluated points.

in matrix form is

1
v
Ccos v
sinv
U COSV
usinv

X(u,v) =

(e o Ne N
SO O+ OO
OO O oo NN
O O oo NO
O = OO O =
o O oo

Denote the coefficient matrix of X (u,v) as Mx. It yields that X (u,v) = Mx®(u,v).
When X (u,v) has been evaluated, the point (z(u,v),y(u,v), z(u,v)) is obtained by
choosing the first three coordinates.

Because the basis vector ®(u, v) can be decomposed as @ (u,v) = Uy (v) U U7 (u) ®
V(v), the transformation matrix for the basis vector ®(u,v) with respect to the trans-
lation of parameter v is obtained as C!* = diag(M,’}l,Ig ® MP). Because det(My) =
—4 # 0, we compute a transformation matrix as M/ = MxC"My"'. The points on
any surface curve with a fixed parameter u are then computed by

X(u,v +h) = M!X (u,v),
2+u
0
(16) X
X (u,0) = 1 ., uelo0,2].
u
0

According to (16), points on a family of v-curves on the surface are obtained iteratively

starting from a set of points on the boundary line. Figure 3 illustrates the evaluated

results after 10, 120, or 200 steps of evaluation, where v = 0,0.2,0.4,...,2 and the
4

parameter step is chosen as h = 5.

Example 5. Finally, we evaluate curves with skew parametrization on a Dupin
cyclide. Let @ = 6, b =4v/2, ¢ = 2, and p = 3. The Cartesian coordinates of a Dupin
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(a) (b) (c)

Fic. 3. Dynamic evaluation of a set of iso-parameter curves on the helicoid patch. The results
are obtained by (a) 10, (b) 120, or (c) 200 steps of evaluation.

cyclide are given by [24]

17(’(1,, 'U) = zigz:zga
(17) y(u,0) = 288 (u,v) € 0,272,
2(u,v) = L,

where
x1(u,v) = p(c — acosucosv) + b% cosu,

bsinu(a — pcosv),

=b

(u, v)
xa(u,v) =

(u,v) sinv(ccosu — ),
x4(u,v) = a — ccosucosv.

To evaluate the Cartesian coordinates of the surface, we should compute the homo-
geneous coordinates first. Let

uc 0 0 0 O 0 b 0 —pa

u 0 0 0 ab 0 —ub 0 0 O
H=1 0 —ub 0 0 0 0 0 b 0
a 0 0 0 0 0 0 0 -—c

and ®(u,v) = (1,sinv, cosv, sin u, sin u sin v, sin u cos v, cos u, cos u sin v, cosu cos v) 7.
The homogeneous coordinates of the surface are represented as X (u,v) = Mg ®(u,v).
To evaluate the homogeneous coordinates dynamically, we lift X (u,v) from R* to
R?. Assume My = (Hy, Hy), where H; and H, are the 4 x 5, 4 x 4 submatrices,

respectively. Let
_( Hi Hy
MX - ( I5 0 > )

where I3 is the identity matrix of order 5. The lifted homogeneous surface is obtained
as X (u,v) = Mx®(u,v).
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(a) (b)

FiG. 4. Dynamic generation of piecewise curves with skew parametrization on the Dupin cyclide:
(a) 22 pieces; (b) 100 pieces.

Let O(t) = (1,sint,cost)”. It yields that ®(u,v) = O(u) ® O(v). It is eas-
ily verified that spaces spanned by ©(t) or ®(u,v) are closed with respect to a
differentiation or translation of the parameters. We have ©(t + h) = C,0(t) and
O(u+ hy,v+he) = Cﬁ7li;h2q>(u, v), where

1 0 0
Ch=1| 0 <cosh sinh
0 —sinh cosh

and C{}}vvhz = Cp, ® Ch,. As the inverse of matrix Mx is

B 0 I
My = H;' —H'H, )’
2 2 1

we have X (u4hy, v+hy) = M} X (u, v), where M";"2 = MXC,’}}q;th)_(l. Starting
from any point X (ug,vo), a sequence of points on the surface will be computed by

X(U + hi,v+ hg) = Mqil,lv’hQX(u, U),
(18)

X(Uo, ’Uo) = MX‘D(’U,O, ’Uo).

In our experiments, we choose ug = 0, vg = m, and the start point is obtained as
the outer intersection point between the surface and the z-axis (the red arrow line) in
the positive direction; see Figure 4(a). To evaluate points on piecewise surface curves
with skew parametrization, we choose the parameter steps as h; = & 715” and hy = -,
where m is the number of points that will be computed on each piece of surface curve.
By choosing m = 100, two iteration matrices M};;"> and M[";~"2 are computed first.
Given X (ug,vp), the points on the first piece of surface curve are computed by (18)
using matrix Mf}v’h?. Starting from the end of first piece of curve we compute points
on the second piece using matrix ij}v’*h? We continue this process by using MZZ}U’M
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and Mj}’ll;’hQ for evaluating odd-number or even-number pieces of curves, alternately.
Figure 4(a) illustrates the result with 22 pieces of surface curves while Figure 4(b)
illustrates the surface curve with 100 pieces. Due to periodicity, the last point on the
100th piece is theoretically the same as the start point of the first one. Practically,
the distance between these two points is 6.526 x 107!3 even after 10000 times of
matrix-point multiplication in the presence of truncation errors of irrational numbers.

Numerical stability of dynamic evaluation. Since all dynamically evaluated
points on a curve or surface are computed by one or a few constant iteration matrices
and a start point, the accuracy of the constant iteration matrices plays a key role for
the accuracy of the evaluated points. The results computed by the Taylor method
in Example 1 show that an inexact iteration matrix may cause deviations in the fol-
lowing evaluated points. All examples employing the basis transformation technique
demonstrate that the new method can be used to compute the iteration matrices and
the points on curves or surfaces accurately enough.

Even the iteration matrix is accurate; the noise at the initial point can propagate
to the dynamically evaluated points. Fortunately, the propagated errors are bounded
and controlled when points on a curve segment or a surface patch are dynamically
evaluated. Suppose X (t) = Mx®(t) is an exponential polynomial curve as defined
in section 3.1 and a sequence of points on the curve is computed by (8). If the start
point has been changed as X (to) = X(to) + Xc, the dynamically evaluated points
become

X(t;) = MpX (ti_1) = M} (X (to) + X.),

where M;, = MXC’hM);1 and C, = e are as defined in (8) or Proposition 3. The
error magnitude for the ith point is estimated as

1X (1) = X(t)lloo = (1M Xelloo < || Mxe™ M ]oo] | Xelloo-

Since we compute points on a curve segment or a surface patch in practice, the pa-
rameter ih lies on a limited interval. Therefore, the norm of the matrix My e M )}1
and the noise magnitudes of the evaluated points are bounded. We have recomputed
points for the above examples using start points with added noise. It is found that
the deviation magnitudes for the dynamically evaluated points are around the same
or a few times larger than the magnitudes of added noise.

5. Conclusions. This paper has presented a robust and efficient algorithm for
dynamic evaluation of free-form curves and surfaces constructed by general expo-
nential polynomials. By explicit computation of transformation matrices between
exponential polynomial bases with or without translation of the parameter, points
on curves or surfaces with equal parameter steps can be evaluated dynamically with
only arithmetic operations. The proposed technique suffers no shortcomings of clas-
sical numerical algorithms for solving linear differential systems any more, and it can
be used for accurate and stable evaluation of general exponential polynomial curves
with any parameter steps. Besides evaluating points with fixed parameter steps or
families of iso-parameter curves on surfaces, the basis transformation technique can
also be used for evaluating polynomial curves with changing parameter steps or dy-
namic evaluation of skew-parameterized curves on surfaces in a simple and efficient
way.
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